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>  Florent Dutour LA

>  Computational Biologist & Data scientist

> Al Confidential Computing, Data Privacy, and ML-Ops

1. Big data and Al Team Q Leibniz Supercomputing Centre
> DigiMed Bayern Project
> Teaching AI, Container Technology, and HPC

2. Ph.D. Student Al in Medicine @ T'U Munich
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Cardiovascular Diseases

Cardiovascular diseases (CVDs) are the #1 cause of
death worldwide with 18 Million deaths in 2019. That
represents 32% of all deaths. Of these, 8% were from
heart attacks and strokes |[1]

In Germany, 46,207 (13.4%) and 15,026 (4.4%) people died
from myocardial infarction and stroke, respectively, in

2018 [2]

Atherosclerosis:

abnormal deposition
of cholesterol esters
and other fats in the

inner wall layer of

In the EU, CVDs cost €210 billion in 2017 53% health
system + 26% lost productivity + 21% informal care [3]

arterial blood vessels

Munich Vascular Biobank (n>1500)

1] adapted from WHO for 2016 **Mortensen et al., 2019 T
2] Statisiches Bundesamt 7 8 9 10 1 5
3] https://ehnheart.org/cvd-statistics/cvd-statistics-2017.html
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Cardiovascular Diseases .

Common Risk Factors

Stable - Ruptured /unstable
(fibrous cap ) (fibrous cap )
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The Genesis: DigiMed Bayern Project |

Workpackage Medicine Biology Legal Healthcare Society . . .
14 institutions

1. Atheroscl./Heart + + + + o 0 100+ researchers
2. Stroke o + + O O O O €25 Million
3. Fam. Hyp. chol. ° + + O o + + https://digimed—bayern.de
4. Epidemiology ® + + + e ® e
5. Multi-Omics + ° + 4 e o o
6. IT Infrastructure O O + ° + O 0
7. Ethics & Legal O O o o ° + °
8. Project Mngmt &

4 o o i i ° °
Communic.

e Focus + Active o Involved
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LRZ

The Leibniz Supercomputing is located at the North of
Munich, Bavaria

The Bavarian Cloud for Health Research
The Leibniz Supercomputing Centre (LRZ)
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The Leibniz Supercomputing Centre (LRZ)

HPC and AI Resources

* > Tk nodes / ~350k Cores / ~800 TB RAM
(SuperMUC-NG + LX)

» > 2000 M core-hour / year

» 70 PB Storage 4+ 260 PB Archives

» ~50 GPUs

» Additional accelerators: WSE 2

Research Area
M Biology
B Chemistry
I Computer Science, Systems

Scientific Cloud

Construction Engineering

M Geosciences
B Materials Science and Eng

B Mathematics

> OpenStack & CEPH
> 200 Nodes
> 32 X 2 GPUs Nodes

B Mechanical and Industrial
B Medicine
B Physics

B Thermal Engineering/ Proc

> ~2PB raw storage

> 100G Fabric

> 40000 vCPU capacity with overcommitment
> 2000 users and 1500 active VMs

https://doku.lrz.de
https://lrz.de/hpcbooks
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Not exposed to

User Requirements and Decisions ,
the internet

m Require
. collaboration
. Machine
NGS pipelines ,
Learning Jupyter

Notebooks

Bare Metal

Long running

jobs

800 cores

Image processing

10
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The Bavarian Cloud for Health Research

User Requirements and Decisions

) Digied

¥ Bayem

11
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Brainstorming
Examples
_|_
Sovereign Clovd Stack
DigiMed Secbre LUMI Finland Low overhead LRZ
Lehonard Med, ETIH Zurich £ 002 el sarvi
AMDP-SEV/SNP ebrains, Berlin o velt service
v 0 1 End to end data encryption Secustack OpenStack and Quobyte
Multi tenaney AWS Health No code modification
Pseudonimized data
3
o Scalable
g 1006 Fabrie
S Open source Technologies
g I"QQST > IOTB/VaY,' > ZPB/Yeat' cOWlmodi«ry Hardware
= Scale out Capability
S Reduced operation
é 2018 - CONFIDENTIAL
S I
8- 12
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Confidential Computing With AMD-SEV Is the Magic |

+
No Code
modification
Separation of
concerns
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DigiMe

The Bavarian Cloud for Health Research .
~ ¥ Bayemn

A Baby Cloud Was Born
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The Bavarian Cloud for

Example of Workflows:

SUBMISSION & SEQUENCING

”# ﬁ SAMPLE I.LIB. PREP.

EXOME
GENOME
TARGETED
RNA

Health Research
End-To-End NGS Pipelines

ANALYSIS . I I RESULTS
WEB UL

AR LN 10>

DOWNSTREAM

MYSQL DB oot

iequencing

SAMPLE DB VARIATION DB ANNOTATION DB USER DB

larcodes

1dices

itatistics

MRI/TUM Human Genetics
HMGU Institute of Neurogenomics

Search results

Show 10000 rows

Klinikum rechts der Isar
Technische Universitat Munchen

Csv

Project

Name Project Des. Flag Library Name

HELMHOLTZ
MUNICI?

Library

Des. Kit Status Failed Pool Quality

) DigiMed
= !¥ Bayem

Flag Pool Nam

S0334 BavGen_Erlangen T BAVGENO0362_LIB1

S0334 BavGen_Erlangen T BAVGENO0168_LIB1

S0334 BavGen_Erlangen T BAVGENO0176_LIB1

BavGen_Erlangen

S0334 BavGen_Erlangen T BAVGENO0186_LIB1

BavGen_Erlangen

S0334 BavGen_Erlangen T BAVGENO0177_LIB1

BavGen_Erlangen

S0334 BavGen_Erlangen T BAVGENO0169_LIB1

S0334 BavGen_Erlangen T BAVGENO0183_LIB1

BavGen_Erlangen

S0334 BavGen_Erlangen T BAVGENO0187_LIB1

BavGen_Erlangen

BAVGENO0353_LIB1

BAVGENO0365_LIB1

BAVGENO0363_LIB1

BAVGENO0354_LIB1 BavGenomes

BAVGENO0361_LIB1 BavGenomes

BavGenomes 0 sequenced 0 T good

whole
genome PCR 0 sequenced 0 T good
free

whole
genome PCR 0 sequenced 0 T good
free

BavGenomes sequenced good

whole
genome PCR 0 sequenced 0 T good
free

BavGenomes sequenced good

whole

genome PCR 0 sequenced 0 T good

free

BavGenomes sequenced good

whole

genome PCR 0 sequenced 0 T good

free

whole

genome PCR 0 sequenced 0 T good

free

sequenced good

whole

genome PCR 0 sequenced 0 T good

free

sequenced good

whole

T BAVGEN0167_BAVGEN0168_BA

T BAVGEN0167_BAVGEN0168_BA

T BAVGENO0167_BAVGEN0168_BA

BAVGEN0167_BAVGEN0168_BA

T BAVGEN0167_BAVGEN0168_BA

BAVGENO0167_BAVGEN0168_BA

T BAVGEN0167_BAVGEN0168_BA

BAVGENO0167_BAVGEN0168_BA

T BAVGEN0167_BAVGEN0168_BA

T BAVGEN0167_BAVGEN0168_BA

BAVGENO0167_BAVGEN0168_BA

T BAVGEN0167_BAVGEN0168_BA

BAVGEN0167_BAVGEN0168_BA

15
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The Bavarian Cloud for Health Research

Example of Workflows: the HerzFit App

Meine
Gesundheit

Dein Durchschnitt der letzten 7 Tage

Korperliche Aktivitat -7 Blutdruck 7

35 min 134[70 mmHg

Ruhe- A Herzalter
Herzfrequenz 74 e

84 bpm

Aktivitat

Erfasse deine korperliche @

Alrtivitat

- 0 A

Verbessern Lernen Profil

&  Dein Herzalter/Risiko

Dein Herzalter ist 74!

Dein Herzalter basiert auf deinem Risiko fur
eine Herz-Kreislauf-Krankheit. Ist dein Risiko
erhoht, so ist auch dein Herzalter hoher als
dein eigentliches Alter.

So hoch ist dein Risiko im
Vergleich zum 1,4ma|
Optimalwert fur dein Alter:

So hoch ist dein Risiko im

@ Vergleich zum 1 1
Durchschnitt in deinem y I mal

Alter:

WIEDERHOLEN

Wie kannst du dein Risiko
senken?

- Rauchen aufhoren

- Blutdruck optimal einstellen

v

o,,

Messen

Mein
Fortschritt

57 Aufgaben

ov 0 aktiv

.

Rauchstopp

Aufhoren lohnt
sich immer

Lebensmittel

i

Lernen

Weniger St
mehr Entsy

B

Profil

.

DigiMed

gp

M

Mein
Ratgeber

Neue Podcast;FoIgeaKunst-
oder Schweineherz?

Interessant fiir dich

Messen

Verbessern

Bayern

Profil

16
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The Bavarian Cloud for Health Research

Lessons Learned: Moral of the Story

Big data = Big Problems

Surprisingly, not (always) technically
What is criticality, value, risk ratio of data?

Chicken and Egg problem before data upload: No framework...

Solution: Take baby steps (e.g., start with public datasets)

A cloud doesn’t always fly on its own

Running NGS in the cloud is possible (e.g., lifebit cloudOS)
HPC users remain to convince

Require pipelines / workflow refactoring

Require bioinformaticians to become IT people

IT is just another form of yoga

Practice of “letting go”

Chip shortage / pandemics: Not everything is in your control

You don’t control the users either, you can only educate
Gap between research and operations: hard to co-design

.

~ ¥ Bayemn

) Digied

Money isn’t always the bottleneck

Difficult to recruit in academia for IT, but we have the money
Users want to pay for an academic cloud: no competition
Users need a legal framework, you can’t really buy it like you
would with hardware

There’s never too much paperwork

> 130 documents to hold the consortium together
80% coordination vs. 20% actual hacking
Some wheels need to be re-invented

We’ll share as much as we can with the community

Suffering as grace

Take everything as a teaching
Embrace the change

It can always be worse
Remain humble

17
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Privacy Preserving Al With Confidential Computing

Mathematics

Geometry

Topology

Stat.

Operation Research

Calculus O
Linear Algebra O Control Theory

O000O0

Search
& Planning

Robotics

Mathematical Al ML FL PPML
decision making Artificial Intelligence Machine Learning Federated Learning Privacy Preserving ML

DP

SMPC

HE

D 000

TEE
Trusted Execution
Environment

20
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Privacy Preserving Al With Confidential Computing

Federated Learning Allow To Learn on Sensitive Datasets

How s it possible to allow multiple data owners to collaboratively
‘ ‘ tratn and use a shared prediction model while keeping all the local
training data private?

Federated machine learning (or federated learning, in short) emerges

‘ ‘ as a functional solution that can help build high-performance models
shared among multiple parties while still complying with requirements
for user privacy and data confidentiality.”

The data is spread across various sites owned by different individuals
‘ ‘ or organizations, and there is no simple solution to consolidate 1it.
Big data is a crucial element for AI and society, yet we are currently

Federated

Learning

Qiang Yang
Yang Liu
Yong Cheng
Yan Kang

Tianjian Chen

in an era of small, disconnected, and fragmented data silos.

Q. Yang, Y. Liu, Y. Cheng, Y. Kang, T. Chen, and H. Yu, “Federated Learning,” Synthesis Lectures on Artificial Intelligence and Machine Learning, vol. 13, no. 3, pp. 1-207, Dec. 2019, doi: 10.2200/S00960ED2V01Y201910AIMO043.

SYNTHESIS LECTURES ON ARTIFICIAL
INTELLIGENCE AND MacHINE I.EARNING

Ronald J. Brachman, Francesca Rossi, and Peter Stone, Series Editors




Privacy Preserving Al With Confidential Computing
But Federated Learning Doesn’t Protect Data Privacy

, (VoL (x,y), VoL (X', y))
arg min 1 — /
xE[0,1" IVoZ (X, W2 - IVeZ (X, y)l

Where x" is the reconstruction target, x is the ground truth, y is the label,

P . . V& is the gradient with respect to the weights, (- ) is the inner product in
rlva’cy Ut ].h.ty R" and || - ||, is the L,-norm. a is a hyperparameter scaling the total variation

penalty over the image, TV (x)

4

Theft :

Poisoning Backdoor

7T

MIA PIA DRA

Poisoning example: An

image with a 16 x 16

backdoor patch.
DP (F)HE SMPC TEE

J J J J

Predict
P (M(g(D)) €S) < e X P(M(g(D")) € S)+6

(e,6)-DP: A mechanism 4 is (¢,6)-DP iff, for all D = D’ and all v
subsets § of the co-domain of #, when a query function g is

executed, the above holds

Eiffel Tower

G. Kaissis et al., “End-to-end privacy preserving deep learning on multi-institutional medical imaging,” Nat Mach Intell, vol. 3, no. 6, pp. 473-484, Jun. 2021

Zhu, Ligeng, Zhijian Liu, and Song Han. "Deep leakage from gradients." Advances in neural information processing systems 32 (2019).

D. Usynin et al., “Adversarial interference and its mitigations in privacy-preserving collaborative machine learning,” Nat Mach Intell, vol. 3, no. 9, Art. no. 9, Sep. 2022

N. Carlini and A. Terzis, “Poisoning and Backdooring Contrastive Learning,” 2022. 29
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L. Zhu, Z. Liu, and S. Han, “Deep Leakage from Gradients,” in Advances in Neural Information Processing Systems, 2019, vol. 32. Accessed: Mar. 14, 2023
C. Dwork, “Differential Privacy,” in Automata, Languages and Programming, Berlin, Heidelberg, 2006, pp. 1-12. doi: 10.1007/11787006__1.
N. Carlini and A. Terzis, “Poisoning and Backdooring Contrastive Learning,” 2022.
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Privacy Preserving Al With Confidential Computing W‘P TI.ITI

Current Ph.D. Directions

Secret provisioning and Attestation
With zero knowledge

Attest against model poisoning

a TEEs with GPUs

‘ TEEs against model poisoning

New generation of GPU support TE.

.
S

Develop a new accelerated Federated Learning

framework

6 TEEs with Differential Privacy

Use TEEs and DP in concert

Reduce noise needed to protect the model

+ Attest the privacy guarantee

a TEEs for Explainable Al

TH]

decision.

&

s to provide reproducible and accountable

Required in healthcare

23
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A TUTI

Confidential Computing for Private and Secure Al

v Data Publishing v Model Training v Model Updates v Model Deployment v Inference
TEE
Data/Model lifespan
Complexity of Al workloads + TEE everywhere (client & server) = TEEs to the win
Heterogeneous Architectures Low Performance overhead
Evolution to the edge Ever increasing resource protection
Many attack vectors Doesn’t reduce model utility

Protect model in time and space

24
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